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On Array Performance: .
A Methodology of System Calibration and Noise Identification

B. ]. Sotirin and W. S. Hodgkiss

Marine Physical Laboratory
- Scripps institution of Oceanography
University of California, San Diego
La Jolla, CA 92093

ABSTRACT

The assumption that acoustic array measurements are a true reflection of
the oceanic noise field can lead to misinterpretation of the data collected. Char-
acterization of the array self noise levels and knowledge of individual element
amplitude and phase responses are required to assess the results with confidence.
In recen: years emphasis on low frequencies and high resolution has led to the
development of large aperture ammays with many elements. Establishing indivi-
dual clement calibrations and system noise levels of these arrays is not easily
achieved in the laboratory environment due to facility and time constraints.
Therefore, a series of tests are suggested to assist in the identification of system
noise sources in such an array using a combination of oceanic ambient noise
measurements and limited 1aboratory measurcments. An in-situ clement calibra-
tion is also discussed which compares magnitude estimates from two indepen-
dent methods and generates a phase error curve. These methods are somewhat
limited by incomplete krowledge of the environmentzl paramesers and the sta-
tistical nature of ambient noise. Results are demonstrated using data collected by
a large aperture vertical array deployed from the research plattorm FLIP in the

NE Pacific.
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On Array Performance: L
A Methodology of System Calibration and Noise Identification

B. ]. Sotirin and W. S. Hodgkiss

Marine Physical Laboratory
Scripps Institution of Oceanography
University of California, San Diego
La Jolla, CA 92093

Introduction

Acoustic arrays are commonly used to study many aspects of the ocean
environment such as propagation effects, background noise, deep scattering lavers,
internal wave fields, and bottom characteristics to name a few. Interpretation of the
data collected by such arrays must be viewed in terms of the array characteristics.
All to often however, for data processing expediency, the characteristics of the
array are assumed to be inconsequential and the effects of the instrumentation are
not considered. This unrealistic attitude may lead to unsubstantiated conclusions.

The theoretical effect of element failure and random amplitude and phase
errors on array sidelobe level has been examined by other investigators [Ramsdale
and Howerton, 1930; Quazi and Nuttall, 1979; Quazi, 1982; Nuttall, 1979] and should
there be element failures, algorithms for optimal reshading exist [Sherrill and Streit,
1987]. However, techniques for estimating these errors are not typically discussed.

Error sources must be realistically identified in order to separate the desired
signa! from the measurement. The measurcment encompasses the hydrophone
input modified by tie channel response plus system noise. Qur experience has
been that catastrophic element failure occurs seldomly in real applications and post
processing of ar-ay data must include criteria to identify elements with low
performance, and evaluate their effect with respect to the application. The
amplitude measurament of the incoming signal may be corrupted by a variety of
factors incliding variable hydrophone sensitivities, inaccurate gain amplifiers,
quantizing errors, saltwater leakage, cable response, crosstalk, ground loops and
digital switching noise. The phase measurement of the incoming signal may be
mnodified by the element location, the phase response of electrical components and
cables, crosstalk, switching noise and timing errors.

The purpose of this paper is to present a methodology for characterizing latgs
aperture array system noise and estimating channel amplitude and phase responses
using in-situ data. The methods recommended are applied to data collected by a
900 m, 120 channel acoustic array which was deployed vertically from the research
platform FLIP in the Northeast Pacific during September 1987. Laboratory tests
were minimized because of the large number of channels, the size of the array and
time and facility constraints. Array system nolse is characterized using ambient
noise data collected during the experiment and when possible verified by

_subsystem laboratory tests. To estimate channe! amplitude and phase errors,
ambient noise and a series of narrowband signals transmitted from a known
Iaocation with known source level were used.




I. System Description

Array description with regard to system performance must address the physical and
electrical attributes of the signal path. Utilizing in-situ data places the individual
array elernents in an almost constant temperature and pressure environment
however the response of exposed components to the lower temperature and higher
pressure must be considered. Physical layout of the signal path must also be
considered for potential cross-talk, grounding and noise contamination. Design
amplitude and phase characteristics for individua!l filters, amplifiers, cables,
converters, etc. should be recorded. For coherent processing, the timebase in the
array must be accurately calibrated and system delays accounted for.

The array addressed in this paper was composed of 120 elements separated
physically into 12 hose sections each containing 10 elements spaced 7.5 meters
apart with the first and last elements being 3.75 meters from either end of a hose.
The sections were terminated at processor pressure cases which contain the
electronics to process the data frem the 10 physically closest elements. Therefore,
electrically the elements in a single hose section were associated with two
processors. The data stream origlnated at the hydrophones. It was amplified,
filtered, converted to a digital signal, reformated and finally transmitied to the
surface where it was recorded on magnetic tape in real time. A detailed description
of the entire array system is found in {Sotirin and Hildebrand, 1983].

One section of the low frequency signal path in the array is shown
schematically in Figure 1.1. The power for the analog components is supplied by 12
individual secticn switching power supplies whese S VD, 250 ma input is supplied
by the 350 VDC, 4 A high power line running the length of the array. Array
elements consisted of the transducer, preamplifier, anti-aliasing filter and
differential line driver. The transducers were composed of two Aquadyne AQ-1
hydrophones wired in series to increase the sensitivity to a nominal -197 dB re 1
V/uPa each with a 12 nF capacitance at mid ocean depths. The hydrophone output
is amplified by a very low noise FET with 40 dB of fixed gain and a low frequency
cutoff below 10 Hz. The preamplifier output is filtered by a phase matched, six
pole, low pass filter with a corner frequency of 220 Hz and an in-band gainof 1. A
differential line driver is used to transmit the bandpassed amplified signal to the
processor, a distance of up to 37.5 meters. Each processor receives signals from 10
elements, 5 from the hose section above and 5 from the hose section below. The
two elements iminediately adjacent to a processor are filtered within the processor
pressure case rather than at the element to provide access to the 12 KHz acoustic
information required for navigating the array [Sotirin and Hildebrand, 1989]. All
array element components are subjected to ambient oceanic pressure,

Within the processor pressure case, the element inputs follow a common path. Each
input is selected sequentially by a differential multiplexer, converted from
differential to single-ended, amplified by a programmatle variable gain amplifier
(14 to 60 dB), then captured by a sample-and-hold circuit and converted to 12 bit
digitai form. In digital form the data is less susceptible to degradation by
component response, noise, cross-talk and ground loops. Tne digital data integrity
is monitored by several counters and synchronization words which are verified
prior to processing. The timing for each processor is controlled by individual
oscillators which are phase locked to a 1 MHz clock signal running the length of the
array. Digital component delays (typically on the order of ns) are negligible at the
500 Hz (2 ms) data sampling rate. The sequential operaiuon of the multiplexer
imparts a deterministic phase shift of wnr where w Is the frequency, n is the channel
position (defined in Appendix A) and r is the 0.2 ms sample frequency.




II. Laboratory Calibration

Laboratory tests were minimized due to lack of facilities in which an
environmentally controlled system test could bc executed and time constraints.
Tests were performed under one atmosphere pressure and room temperature with
no special electrical shielding. Nominal element calibration was conducted during
array construction and the self noise tests were conducted for a 10 element array
subsection. Typically, these tests are completed prior to the experiment to verify
minimum operating conditions. However, during the September 1987 experiment,
strict time constraints delayed completion of the tests until after the experiment.

Nominal Element Calibration. Each element was tested individualiy as it was
constructed and the array hose section assembled. Within a hose section are the
hydrophones, preamplifiers, filters and line drivers for 10 elements. As tnese
electronics are suhjected to ambient ocean pressures during deployment, the
individual components used were pressure soaked and cycled to 8000 psi prior to
fabrication. Typical hydrophone amplitude, phase and impedance responses were
measured with respect to temperature and pressure [Lastinger. 1982]. Before the
array is pulled into the urethane hose section, several tests were conducted to
measure the pass band level, and -3 dB cutoff frequencies of the filters. Data for
this test is presented in Appendix A. The pass band level was measured at 100 Hz
by injecting a sinusold electrunically at the hydrerhone :nput and monitoring the
results at the aifferential line driver output. The signal is amplified by 40 dB in the
preamplifier and received differentially, adding an additional 6 dB. The noise in
this preamplifier has been measured to be approximately 30 dB re 1 yPa at 100 Hz
in a shielded controlled environment. The level recorded is in dB referenced to the
signal injected amplified by 46 dB, that is, the setup is designed to output a
measurement of 0.0 dB for this test. All elements exhibit a pass band leve! at 100
Hz within +1 dB cf the design level except the top element and the bottor: slement
which are within 1.2 dE.

The high frequency cutoff was designed to accommodate a 500 Hz sampling
frequency. The -3 dB cutoff frequency was measured by increasing the frequency
of the signal injected as described above and monitoring the same output. Two
elements in each section are low pass filtered after the signal is received by the
processor to allow detection of the 12 kHz navigatinon pulses. These elements have
an expected -3 dB cutoff frequency at 15 kHz. The remaining elements roll off at
about 220 Hz, The icw frequency cut off is aboui 5 Hz for ait elements.

The operating environment at each individual element during a sea test is
stable in temperature (at 3 °C) and pressure. The element components should be
invariant when subjected to this environment. The components most likely to
change would be the capacitors. Prelitninary pressure and temperature tests were
conducted during which the capacitors were found to be virtually invariant over a
pressure range of 0 to 6000 psi but capacitance values decreased with temperature.
A decrease in capacitance increases the high frequency cutoff, and increases the
potential for aliasing problems.

Electriccl Self Noise Level. Laboratory tests conducted to determine the level
of the electronic noise floor in the array were delayed until after the experiment.
These tests consisted of decoupling the inputs tc various stages of the signal path
from the arrav and changing specific control options to ascertain the origin and
amplitude of the array self noise. No specia! precautions were taken to insuie the
noise integrity of the array in the }!ab environment, therefore the data was subjected
to a variety of additional noise sources which would not be encountered in an
ocean environment. The narrow band signals apparent in the spectral plots are not
stationary and are normally identified with an outside source such as machinery




magnetostriction components and ship radar [Anderson, 1989].

The tests were conducted using 10 representative array elemenls. One array
hose section was removed from the urethane tube and the hydrophone inputs to
the preamplifiers were replaced by equivalent capacitors (channels 6-15). These 10
channels are addressed by two processors; processor 1 (P1) monitors channels 1.
10, processor 2 (P2) monitors channels 11-20. The 115 volt power leads were
removed from the elements whose phones were still connected (channels 1-5 ana
16-20). The tests were conducted by recording data utilizing the same system setup
as was used at sea [Sotirin and Hildebrand, 1988]. The plots shown in Figures 2.2
and 2.3 are generated b7y incoherently averaging 46 FFT's (Kaiser-Bessel window, o =
2.5) with 50% overlap which estimates the spectra within a confidence interval of
+1.4 dB to -1.2 dB [Bendat and Piersol, 1571]. Increasing the number of averages to
generate a confidence interval between +0.5 and -0.4 did not appreciably alter any
of the spectra levels or character. The magnitude is normalized to a 1 Hz band and
does not account for the array gain amplification but treats the array signal as a
black box input at the analog-to-digitai converter (ADC) to facilitate comparison
between the gain settings. The actual noise levels initiated at the element are
amplified by the fixed gain stage of 46 dB and by the variable gain stage which is
notated on the individual plots. These levels are on the order of a microvoit
making it extremely difficult to insure absolute repeatability in the tests within the
lab environment available.

The noise levels at various stages in the analog power circuit and data stream
were measured. The power for the analog circuits must be regulated and free of
harmonic content. In this array, the main array power supply was located aboard
FLIP and each processor case contained two switching DC-to-DC converters, one at a
+5 VDC output and the other at +15 VDC output. Frequency response for the input
and two outputs are shown in Figure 2.1. The input to the converters has a
significant 120 Hz level (-75.4 dBv/VHz) which is filtered and appears in the 5 VDC
output at a low level (about -112 dBv/VHz); there are other intermittent narrow
band peaks at 55 Hz and 6 Hz. There is also a 60 Hz signal at about -116 dBv/VHz.
The noise level in the £15 volt power supply is quite flat with a 2 dB increase at 60
Hz to a -124.2 dBv level (Figure 2.1c). These narrow band levels are quite low and
appear only intermittently in the low frequency self noise data. Contributors to the
array self noise were identified by shorting the inputs to or bypassing stages. The
spectra of the array system noise with the input to the variable gain stage shorted
(see Figure 2.2f) was flat with an R or 9 mv variation at the 110 volt ADC indicating
that no unexpected noise sources were active in this stage. The 12 bit ADC had a
resolution of 4.8828 mv which when normalized over the system bandwidth of 250
Hz (23.98 dB) corresponds to a -70.2 dB level. There were two multiplexer modes,
the scan on mode which samples each of 19 channels with a user selectable (5 kHz
default) sampling frequency, and the scan off mode which sampies cnly one
channei. The noise contiibuted by the multiplexer and sample-and-hold amplifier
(SHA) was measured by comparing the levels obtained with the input to the
multiplexer for channel § (P1H2) hardwired to the differentfal recciver effectively
bypassing the multiplexer, to those obtained using the same channel with the
multiplexer operating in the scan off mode and during normal operation (scan on).
Each exhibited the same spectral levels and characteristics indicating that no
additional noise was injected at the multiplexer or SHA.

Although the data signals were driven differentlally, there is the possibility of
coupling common mode noise into the relatively low level analog data. The digital
switching noise from the 1 MHz clock signal running the length of the array was of
high ericugh level that it was not completely removed by the differential receivers
(common mode rejection ratio of 80 dB). Clock noise is suspected in Figure 2.2 as
spectrum levels tend to increase with wire length in the array (physical phone




position from the processor) by as much as 15 dB. This nolse was substantially
decreased by the addition of a small 0.0153 uf capacitor at each of the multiplexer
inputs which effectively shorts the inputs of the differential receiver at frequencies
above about 10 kHz, indicating that it is high frequency noise generated in the array
hose. As the variable gain is increased two distinct effects are noticeable. First, for
a specific variable gain increase, the spectral levels are not amplified by the same
amount channel to channel. Second, the relative spectral level increase in any
particular channel does not coincide with the change in variable gain. Both of these
effects could be attributed to high frequency noise being slew rate hmited in the
variable gain amplifier. Limiting the slew rate would effectively filter out the high
frequency content and amplify only the low frequency portion, creating a gain
discrepancy channel to channel and because slew rate increases as gain increases,
more of the high frequency noise would be blocked, rectifying the discrepancies
between channels as the gain is increased. These effects are shown in Figure 2.3
which displays the difference between chanunels 11 and 15 (farthest and closest
respectively) and the channel 11 output for different variable gains. Ideaily, as the
variable gain is increased from 34 dB (top) to 54 dB (bottom), the magnitudes in
Figure 2.3a should always be 0 or at least constanl, indicating that both channels
are amplifying the signal by the same amount. This is the case only at a gaih setting
of 54 dB, where the slew rate filter effect would be strongest, eliminating more of
the high frequency noise. The difference between channels increases as the gain
and the slew rate limitations decrease. The second effect is observed by examining
the change in magnitude for channel 11 (Figure 2.3b) as the gain increases.
Changing the variable gain from 34 to 44 dB should produce a 10 dB increase in
magnitude rather than the 4-5 dB increase shown for chanrnel 11; although the affect
is substantially less, there is an 15-20% reduction in effective gain in the closest
channels as well.

This noise exhibits a coherent structure shown in Figure 2.4 which is
effectively removed by the line filter capacitors. The high coherence effect is
limited to only a few channels in the section and does not appear in the
directionality plot of Figure 2.5. The beam levels are very consistent with no
substantial increase in the broadside beam which is indicative of pervasive common
mode noise. The array self noise levels at a relatively low atray gain are compared
(Figure 2.6) to corresponding measured ambient noise at the same gain settings.
The quality of the high frequency data depends on the level of the incoming signal,
the array variable gain setting and the channel position. The amount of degradation
is elucidated in the tollowing section.

III. Performance Indicators

In-situ perforrpance tests require a knowledge of the acoustic noise field used
as a signal to enable identification of array system problems, Each test shows a
different facet of array data characteristics and requires some interpretation.

Time Series. A 4 s time series of either the voltage (Figure 3.1) or power
response of each channel provides insight into the signals received by the array,
tdentifying biological disturbances, noise levels, and signal levels. It also insures
that all sections of the array are telemetering, and clearly identifies certain types of
occurrences such as dead channels (e.g. 71), insensitive channels (e.g. 21,100), high
frequency glitches (e.g. 30, 77), saturation due to strum (e.g. 94, 99, 116), and
saturation due to DC offsets (e.g. 75). Examination of an impulsive return during
the experiment revealed a polarity reversal in some of the channels (indicated in
Table Al; which was subsequenily corrected and is not shown in the figures
presented here.




Time Series Distribution. A histogram of the time series monitored by each
channel indicates the wvoltage distribution of the signal being recorded. The
distribution was calculated with 0.1 v bins over 16 s, and shows a Gaussian random
process (left haif of Figure 3.2). The va-iance of the distribution increases with gain
and low frequency vibrations as in channel 18. The mean of the distribution
corresponds to the DC offset of the channel (channel 16). The spikey character of
channel 20 is an artifact of the software error discussed below.

Bit Distribution. The correct operation of the analog to digital converter (ADC)
and some aspects of bit formatting and reformatting are verified by examining the
distribution of each of the channel bits. If the ADC is correctly converting zero
mean Gaussian random signals, the distribution of each bit representing the 2's
complement digital signal should be high half of the time and low half of the time
as the signal varies between positive and negative numbers, shown in Figure 3.3 by
simulation. The simulations were Implemented by generating a Gaussian random
signal in volts with a different seed for each panel in Figure 3.3, clipping at + 10 v
(as the ADC does) and converting it to bit integer format before accumulating the
high bits. The ouvtput format of the ADC’s in the array was offset binary and the
data was converted to 2's complement prior to the telemetry link. The conversion
only requires that the most significant bit be complemented so the 2's complement
representation is adequate for this investigation. The zero mean simulated sigrals
have the expected distribution even in the event of clipping. A DC offset in the
signal appears as a bias of the higher order bits in the distribution; the bias
migrates to less significant bits with a decrease in the variance of the random
signal, and the amplitude of the bias increases with the DC offset. The bit
histogram of 4096 words telemetered by the array is shown in the right half of
Figure 3.2 for 5 channels. The effect of a low amplitude signai (low variance) and
negative DC offset in channel 16 (-0.81 V) is manifested as an increase in the
occurrence of the high order bits. The distribution in Figure 3.3c simulates channel
] 16. The higher variance in channel 18 decreases the impact of the DC offset
l relative to channel 17. These resulis are corroborated by the {ime series and time
series distribution data. The least significant 4 bits of the 10th channel (HO) in each
section were contaminated by noise due to an error in the array saftware such that
the data for HO was logically OR’'ed with the least significant four bits of the
previous H8 data. The effect of this noise is shown in the distribution for channel
20. The least significant bits of all array channels alsc display a peculiar
distribution. This is an indication of the switching noise level within the processor
as it couples into the ADC and affecis the niore sensitive lower order bits (4.88 mv
resolution). The lowest order bit is consistently aftfected decreasing the effective
resolution of the system.

Power Spectral Density. The spectra illustrates a variety of characteristics of
the array coupled with the acoustic noise field, To interprei array system noise, the
acoustic noise field components must first be identified. The array is capable of
resolving the frequency b. nd between 10 and 220 Hz as discussed in Section 1. The
spectra shown in Figure 3.4 represent data taken at 4 different times to illustrate
the variety of souirces which contribute to the low frequency domain; within this
band there are two major acoustic ambient noise contributors, ship generated noise
and wind generated noise. A typical acoustic spectrum (Figure 3.4a) shows a broad
hump due to shipping between 25 and 125 Hz at approximately 75 to 90
dB//uPa/VHz which rolls off to about 70 dB//uPa/VHz at the wind dominated high
end of the spectrum. Noise due to array mechanical motion (strum) and biological
sources is sometimes seen below 25 i{z. The close passage of a ship imparts tonal
components to the low frequency end of the spectrum (Figure 3.4b); a pseudo
random coded signal is noticeable at 200 Hz. A seismic profiler operating off the
coast cf California appears periodically throughout the data set, degrading the

.

—




ambient noise measurements above 100 Hz (Figure 3.4¢). Ambient noise source
identification assists in selecting data which is not dominated by these processes
such that system problen:s may be recognized. The 1 MHz clock switching noise
discussed in the previous section is seen in panels d, e and f, where the panel {
shows the signal from the hydrophone furthest away from the processor, and the
highetr frequency levels of this channel increase by 5 dB relative to the other
channels, indicating that the system noise is interfering with the ambient noise
measurements at the higher frequencies. The system noise is virtually white across
the array frequency band (Figure 2.6) and the noise levels shown in Figure 3.4f do
not affect the measurements above the 250 Hz level; e.g. channel 20 is capable of
measuring acoustic levels above 76 dB//uPa/VHz. High levels are also seen for the
closest hydrophones which are due to switching noise within the processor
pressure case where the filtering for this signal resides; this noise is reduced with
proper shielding. The line frequency harmonics exist at significant but variable
levels and are discussed at the end of this section.

Channe! to Channel Cokerence. Coherence is a measure of the similarity of two
signals. The data shown in Figure 3.5a-c¢ is similar to other estimates of the
coherence function of ambient noise [Hodgkiss and Fisher, 1987][Urick, 1983];
however in the Interest of characterizing array noise, only significant aspects of the
coherence data which pertain to atrray system noise are discussed. These are 1) the
high coherence of the line frequency harmonics demonstrating that in spite of the
variability in levels, the signals originate from the same source; 2) the notch near 10
Hz as the array filters rolloff and the relative self noise increases; 3) the low
frequency peaks which are associated with the array strum and affect the width of
the 10 Hz notch which increases with wind speed; and 4; the degradation of ihe
characteristic shape of the elements filtered within the pressure case indicating that
substantial incoherent noise is picked up by these channels particularly between 60
and 100 Hz. These particular channels (5 and 6) were chosen for illustration and
have substantially higher noise levels than the other channels filtered within the
processor case. Spatlal correlation of isotropic ambient neoise is a sinc function
{Cron, Hassell and Keltonic, 1965] where the first zero occurs at d/x=0.5 which
corresponds to 100 Hz on the array coherence plot. Although the true distribution
of amblent noise deviates frcm the isotropic assumption, the low coherence values
at higher fiequencies is expected. Therefore the high frequency clock noise
discussed above does not affect the ambient noise coherence because at the
frequencies of significant coherence, this noise level is below than of ambient
noise.

Narrowband Spectral Estimate Across Array. The average spectral estimate of a
particular frequency across the array may be used effectively in identifying
channels with high noise levels and/or low sensitivity, providing a coarse relative
calibration of the channel amplitudes and information concerning the extent of
degradation in the ambient noise measurements due to system noise. Figure 3.6 are
spectral averages for data recelved by each channel ai 6 specified frequencies. The
magnitudes of spectral estimates for one bin of width 0.98 Hz were averaged
(n=2583) over a Kaiser-Bessel (a=2.5) windowed time series 21.9 minutes long for
each array channel. These linear estimates were averaged, callbrated and plotted in
dB re uPa/VHz reflecting the estimate for each array channel at a specific
frequency. The 35% confidence level for the averages is £0.16 dB. The data were
selected carefully avoiding any known nonstationary effects (e.g. selsmic profiler,
larg.: strum amplitudes, nearby ships). The variation across the array is illustrated
in Figure 3.6 for two frequencies within the shipping dominated part of the ambient
noise spectrum (35 and 75 Hz), two line frequency harmonics (60 and 120 Hz), and




two wind dominated frequencies (135 and 150 Hz). Ailtho.gii the general character
of the data within each frequency pair is similar, there is a striking difference
between the pairs. The level variation of the line harmonics (3.6d) is clearly shown;
the pattern does not reflect any array section commonality. The effect of the
coupled switching noise {seen in Figure 3.4f) is evident at the higher frequencies
where the acoustic ambient noise levels are lower. Figure 3.6 e and f shows the
variability in the 135 and 150 Hz spectral levels across the array as some channels
are more susceptible to system noise componenis than others. A spatial transform
across the array shows a broad peak at 0.02667 samples/m which corresponds to a
S hydrophone spacing. Examination of the high frequency spectral components of

g each section shows that the two farthest and twa closest channels to the processor
exhibit a propensity for noise contamination however the levels are affected by the
proximity of the wiring to the noise source within the wire bundle and are not
predictable.

| Spectral Estimate Distribution. The distribution of the power in the individual
; estimates discussed above provides a basis of confidence in the average level. The
! distribution (Figure 3.7) was calculated for each of the calibrated estimates with bin
' widths of 350 uPa/VHz. The figure shows a Rayleigh distribution as expected for
the square root of the sum of the squares of two normally distributed components
(real and imaginary spectral components). This distribution is used to determine
the sensitivity of the average vaiue to outlier estimates. Differences in mean value
reflect array calibration variations (channel 32); differences in variance reflect the
noise level of the channel., Notice that although the channels filtered within the
processor in array section 1 (channels $ and 6) indicated excessive noise levels on
the coherzance estimate (Figure 3.5) at 75 Hz and on the single frequency estimate
across the array (Figure 3.6¢), the same channels in section 3 (channels 35 and 36)
shown here do not.

Beampatterns. One way to evaluate the array performance is to investigate the
degradation in beampattern as errors are introduced to the amplitude and phase
element responses. The amplitude and phase element errors reported in the next
section were incorporated into the array beampattern calculation (derived in
Appendix B):

N-1 Hkin=N=Lyd(cos — cost)+54,40.0002(ner2x )
AF = 37 (A + 64,)e ‘
Had)

where A, is the Kaiser-Bessel (a=1.5) amplitude shading function, 64, are the
amplitude errors, cosd; is the Heam scanning angle, §¢, represent the random phase
errors due to efement positional errors as well as electrical phase mismatch, and the
last term is the phase sampling error discussed previously with ne = element
number and f = frequency in Hz. Since a time shift is the time domain translates
into a phase shift in the frequency domain, at a single frequency w, the correction
for this time offset r=0.2 ms is simulated in terms of a linearly increasing phase
delay e*/"" for each hydrophone n in a section. The results at 56 Hz are shown in
Figure 3.8 for errors in amplitude obtained from the broadband averages. errors in
phase from the narrowband calibration and the effect of phase sampiing errors
which is deterministic and can be removed from the acoustic signal. The
beampatiern incorporating both amplitude and phase errors (Figure 3.8¢) shows a
deterioration in side lobe level from the theoretical pattern (Figure 3.8a) and a
slight distortion of the main beam. The resulting pattern has virtually constant side
lobe ievels at about 35 dB below the main beam.

Beam Levels. Directionality plots represent the spatial distribution of the data and

]



potentizlly identify relative sidz lobe levels. The directional beams are calculated
by taking a Fourier Transform of the spectral estimates at a single trequency after
compensating for the sampling offset discussed above. The plots in Figure 3.9 are
the result of computing a linear average, dB average and the standard deviation of
the dB estimates [Wagstaff et al., 1982] with n = 63 in the presence of a4 narrowband

far field signal. The abscissa is normalized phase (—2'%;-_— N cosf), with positive

phase looking up. and the visible region marked by dotted lines (see Appendix B).
A 5 or 6 dB variance is tvpical of a single transform estimate for a random process
[Bendat and Pjersol, 1971] and the 2 or 3 dB difference in the averages is caused by
the nonlinear logarithm transformation of the Rayleigh distributed spectral time
series. Should the beam estimates have significant outliers, the difference between
the averages will increase as the linear average weights the outliers more heavily. A
strong coherent arrival is indicated by a drop in variance and the coincidence of the
two averages as seen in Figure 3.9. The directionality response is a function not
only of the array side lobe levels and main beam width but of the noise field with
which the array beampattern is convolved. Simulations which assist in the
interpretation of the directionality data as measured by this particular array are
presented in [Sotirin and Hodgkiss, 1989]. The constant response at 4l > Q.12°
indicates that both the ambient noise and the array side lobe level are essentially
flat. The absence of a decrease in level as the main beam enters invisible space
indicates that this level is dominated by the array side lobe response to the signal
but does not indicate tne relative side lobe level.

Beam Correlation Levels. 1he correlation beam to beam is an indicaiion of colicrent
signal arrivals. Because the lincar correlation function is normally interpreted in
terms of a binormal joint beam distribution, an alternative nonparametric test is
performed known as Spearmean'’s rank corretation and has been used successfully by
others [Wagstaff et al, 1982]. Estimations of the power arriving at 64 specific
directions are calculated as described above. If the vaiue of these beam estimations
are ordered for any one direction, and the position of the estimation within the
ordered set is substituted for the actual value then the distribution of the positions
or ranks is uniforny provided each estimate is unique. II the estimates are not
unique then they are assignec}qa midposition rank such that the sum of the ranks

for any one beam is equal to }}i where N is the number of estimates. Once ranked,

fom]
the correlation coefficient sy for beams j and k is calculated as the linear
correlation of the ranks:

N
Y ry=F)(re=7)

Jmel
1
N L Lk
DU =F) Y (ru—F)?
{e} iml

where r;; and r; are the assigned ranks for the ith estimation of beam j or k. Tn
verify thal a nonzero value of » reflects the existence of a statistically significant
correlation, the null hypothesis (p; = 0) is tested, where a significant correlation is
indicated if the hypathesis is rejected. With the function w defined as:

w=lln

2

where w is distributed normally with zero mean and a variance of 02 = 1/(N - 3)
[Bendat and Piersol, 1971]. the null hypothesis of zero correlation is accepted at the
a level of significance if

Pjk =

1+p_1k
! — Pjk
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~z, < VN - 3(w) < 2, 3.1

where p = a/2 and z, is the p quantile of a standard normal random variable. For
display purposes, the correlation matrix M, consists of 100, on and above the main
diageonal and 10w/g,, below the main diagonal if Equation 3.1 is not satisfied (O if ‘¢
is). In general, the results of tests which require a significant amount of data
processing are more difficult to interpret in terms of the svstem noise and are not
recommended as independent tests. However, used in conjunction with the other
tests these results may support hypotheses. The beam correlation matrix for 120
Hz is displayed in Figure 3.10 at a 95% confidence level. Althouugh this matrix
shows significant correlation between the beams, indicated by the grey level helow
the main diagonal, it is demonstrated below that this is an actifact of the amplitude
variability in the signal. Although not an indication of high array side lobe levels
which would be the interpretation inferred by others in the absence of a strong
multipath acoustic signal, the results do indicate that there is a problem. A typical
ambient noise matrix displays few nonzero levzals below the main diagonal.

Line Frequency Analysis. The levels of the signals appearing at line frequency
harmonics in the in-situ are surprisingly strong as the high power input to the array
is filtered and the data Is digitized in the array itself. The results of self noise tests
performed in the laboratory show 2 conspicuous lack of any consistent G0 Hz
harmonics in the spectrum. Although there are spurious peaks throughout the test
data set, there were no perpetual signals which would suggest a system (electronic)
generatad noise source. T!.s implies that the 60 Hz signals and associated
harmonics observed in the in-sitw data set were either acoustic in origin or an
artifact of the setup aboard FLIP, and were not an inherent component of the array
self nolse. The acoustic data from the sea test indicated that the 120 Hz line is
dominant, appearing mostly broadside (Figure 3.171a) and at high power levels
(Figure 3.7d). Acoustic noise propagating from FL.!P would appear endfire, with a
monotonically decieasing level. Spectral levels of vibrational noise within the
processor case would decrease as it propagated away from the processor. The 120
Hz signal appears in all array channel spectra at randomly varying levels and
aithough the broadside componeat is 20 dB above the higher angle arrivals, thete
appear to he compenents that arrive at oth 'r angles (low variance and significant
correlation). The appearance of these arrivals can be explained by examining the
Fourier Transform of the channel magnitudes which behaves as an amplitude
shading function in the beamformer, The result (Figure 311b) illustrates that the
‘arrivals’ are due to the variability in amplitudes. Not finding a suitable acoustic
path for the line frequency harmonics to travel in, this noise must be coupled in
through a grounding path in the array when it is deployed from FLIP or coupled in
from the DC-to-DC converter inputs.

IV. Array Calibration

The array calibration enables one to convert the ADC output recorded on tape
to the pressure field seen by the hydrophones. A nominal calibration of a system is
obtained from the design specifications of the component parts. For this particular
array, the signal path conversicn consists of the hydrophone sensitivity at the
ambient environmental conditicns (-197 dB re V/uPa), the preamplifier gain (40 dB
re V), the differential receiver (6 dB re V), the variable gain stage (12 to 60 dB re V),
and the ADC (46.23 dB re¢ counts/V). The calibrations addressed here refer to the
deviation of the array elemenis from the nominal calibration. The in-situ amplitude
calibration was determined from two independent methods. The narrowband
calibration consists of comparing monochromatic transmissions, of known




frequency and source levels from a navigated source position, to a predicted
response. The broadband method assumes that the average ambient noise levels
across the array do not vary significantly from the mean, so defective channels may
be identified by examining the variance and a relative calibration is obtained by
examining the mean. To minimize the effect of variability in the environment aver
1000 ambient noise spectra are normalized and averaged for the broad band
estimate, and for the narrow band estimate, the strength of the signal was
stibstantial compared to th2 noise ( SNR of 45 dB//uPa/VHz). The phase calibration
was generated by differencing a multiple linear regression with the smoothly
varying phase data obtained during the narrow band transmission.

Method Description and Data Collection

Narrowband. The narrowband method depends on modeling the signal
arriving at the array b, correctly simulating the ocean environment at the test site.
The transmission was conducted on Julian day 267 from 2246 GMT until 00 GMT,
under benign environmental conditions; wind velocity was 6 to 7 kts at 250 *, swell
was 0.5 m at 310 °. A deep conductivity, temperature and depth (CTD) cast (3885
m) was executed coincident with the commencement of the narrow band
transmission and this CTD date was desampled for utilizatien in the sound speed
profile calculation [Sotirin and Hildebrand, 1988] required by the models. The
water depth obtained by echo sounding from FLIP was 4668 meters, therefore the
data from the deep CTD was extended by using data from a 4906 meter CTD taken
on Julian day 264 at 1605 GMT near 37° 04.10' N and 134° 46.75" S. The ship was
allowed to drift during transmissions and source range from FLIP (Figure 4.1) was
calculated from radar measurements taken every 5 minutac ship heading and
deplecyment geometry. The source was deployed at a depth of 27 meters, and
source level was monitored by a calibrated hydrophone at a range of 1 meter (Table
4.1) as each of the specified frequencies was transmitted for a period . f 6 minutes.
Array depth was estimated from navigation measurements taken at 1730 GMT.
Several propagation models, encompassing normal mode, parabolic equation, fast
field and eigenray approaches, were compared using the array test environment
parameters to determine the inputs [D’Spain, 1988]. This comparison showed 0.5 to
1.5 dB deviations between the different model spectral level predictions away from
transmission loss peaks (Figure 4.2). The models require estimates of ocean bottom
parameters such as layer thickness, compressional wave speed and attenuation,
shear wave speed and attenuation and density and surface reflection coefficient
which were estimated from references in the literature. Smali deviations in the
predicted transmission loss levels could be due to errors in these estimates. Small
variations also occurred in determining the exact location and loss levels associated
with the signal null (transmission loss peak) which is sensitive to source range and
array receiver depth, changing the phase of the signal arriving across the array. The
estimated parameters alsc affects the phase prediction and was probably
responsible for the differences observed in the results, therefore only magnitude
predictions will be used. The Generic Sonar Model (eigenray) was chosen as the
prediction vehicle due to its robust simplicity in this application where the
amplitude is controlled by two dominant paths, consistent results at close range
and reasonable execution times. The array data was obtained by extracting the raw
data from tape at the same time as the radar fix to obtain as precise a range
measurement as possible for the modeling effort. Spectral estimates were
calculated and averaged for each channel at the frequencies transmitted during the
calibration. The time series, which had to be long enough to generate reasonable
confidence limits, was limited to 98 seconds to reduce the errors in range due to
ships drift to less than 50 m assuming a drift rate of 1 kt. A single transform
estimate was compared to the averaged resulis at cach frequency with slight




differences (<0.5 dB) except near the transmission loss peak and at a few isolated
channels where the difference was as much as 2 dB for one particular frequency.
The 40-50 dB signal to noise ratio was more than adequate to alleviate doubts
regarding interfering signals and random noise levels. The comparison between the
data and model outputs indicated the necessity of iterating range and source level
to match the location of the transmission loss peak and the mean received signal
level. The range estimation by ship radar is accurate to within approximately + 50
m, the range increment in the iteration was 5 m and the final deviation was less
than 30 m at 56 Hz and the source level was adjusted by +1.8 dB. The GSM
predictions were subtracted from the array received signal at selected frequencies
and the element deviations were compared. The data at 56 Hz is shown in Figure
4.3 and results are discussed below.

Broadband. Ambient noise levels are reported to vary oniy slightly (e.g. 1 dB)
with depth [Morris] therefore incoherently averaging the ambient noise measured
during the sea test should yleld a virtually constant level across the array. if this is
the case, then deviation from this level offers an independent amplitude calibration.
Figure 4.4 a, b, d and e are spectral averages and the standard deviation of the
spectral estimates for data received by each channel at a specified frequency for 4
different time periods. The averages are calculated from linear estimates (middle
trace) and dB estimates (bottom trace), and the standard deviation is based on the
dB estimates offset to 90 dR for display purposes (top flat trace). The magnitudes
of spectral estimates are calculated as described in Section Ill. The linear astimates
were averaged, calibrated and plotted in dB re uPa/VHz reflecting the estimate for
each array channel at a specific frequency. The lower trace was calculated by
converting the linear estimates ro dR, then averaging and nlotting the calibrated
resuits. The standard deviations were calculated from the calibrated dB estimates,
The standard deviation of the log values has been shown to be a constant value of
5.6 dB [Dyer, 1970] (displayed as 95.6 on the plot); the 95% confidence level for the
averages is +0.166 dB, -0.162 dB for 2583*2 (real and imaginary estimates) degrees
of freedom. The data were selected carefuily avoiding any known nonstationary
effects (e.g. seismic profiler, large strum amplitudes, nearby ships) with the
expectation that the spectral level would vary smoothly across the array on the
order of 1 dB, deviating only at the level of channel calibration.

Phase. The phase results presented below were the result of a single coherent
FFT as described above. The raw phase data was processed by: (a) unwrapping the
inherent 27 rollover, (b) accounting for the 0.2 ms/element/section sampling error
in the array by subtracting wnr where n is the channel position described in Section
1, (¢) correcting for the 180° phase shift at the transmission loss peak as a result of
the interference between the direct and surface reflected paths arriving at the array,
and (d) subtracting a multiple linear regression curve to realize the plots in Figure
4.5,

Results.

Magnitude. Limitations in the calibration methods due to the incomplete
knowledge of environmental parameters and the temporal variability of ambient
noise were minimized. The modeling efforts of the narrowband transmissions
resulted in 0.5 to 1.5 dB variaticns between various models and required iteration
in source level and range. The mismatch in Figure 4.3a especially apparent at either
end of the array results in a spatially varying offset. Consequently, the absolute
calibration levels (Figure 4.3b) were interpreted relative to the offset trend, and the
modeling results were confined to an advisory position in terms of the smoothness
of the array response. The response shown at 56 Hz reveals a smooth variation
across the array and the measured values plotted on an expanded scale (Appendix
C) expose channel deviants more clearly. Relative deviation levels greater than 1 dB
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from the smooth response were empirically identified and recorded at specified
frequencies. These results were reviewed for consistency and the average results
tabulated (Table 4.2). The ambient noise collected every 7.5 m for 18 days, varies
smoothly with depth on a large scale. The small scale deviations however, are on
the order of +1.5 dB. The variation across the array is illustrated in Figure 4.4 for
75 Hz at 4 different times (a, b, ¢ and d) where the time difference between the
averages is about 1 hour for the vertical panels (a-b and c-d), and 2 days for the
horizontal panels (a-c and b-d). The degree of channel to channel variability
increased during the 2 day period. This variation in time is seen by examining the
bottom panels (e and f). A multiple linear regression was subtracted from the linear
averages to estimate the relative channel variation. The top plot in panels e and f
represent the difference in relative channel variation between the two panels
directly above and the difference in relative channel variation between the 2 day
estimates in the bottom plot. Short term (1 hour) time variation is smail, only one
channel has more than a + 1 dB variation, The variance across the channels is 0.13
dB (e) and 0.095 dB (f); because the channel calibration should resain constant,
these differences represent changes in the ambient noise field. Long term (2 days)
time variation is larger, with more than 10% of the channels having deviations of
greater than + 1 dB. The variance across the channels is 0.68 aB (e) and 0.78 dB (f)
increasing from the 2 hour variance due to the nonstationarity of the noise field. It
is this variability in the ambient noise field which limits the broadband calibration.
To minimize the effects, estimates of the ambient noise field were calculated at 15
different times during the expetiment in hopes that the variations were random and
would average out, leaving a more accurate estimate of the channel calibration
levels. The standard deviation of the 15 time estimates {(Figure 4.6a for 56 Hz) for
the 3 frequencies processed exliibit 3 channels with consistently high variance (21,
55 and 100). The broadband amplitude results for 56 Hz, illustrated in Figure 4.6b,
were compared to the narrowband calibration resuvits at 56 Hz shown in Figure 4.3b.
Ignoring channels 40 to 60 in the narrowband calibration which are close tc the
interference peak at 56 Hz and the channels with high variance, the comparison
shows that most channels deviations of more than 1 dB are noticeable in both
results, however there are scme obvious differencus. These differences, notably
channels 5, 6, 29, 30, 65 and perhaps 85 are a result of excessive system noise
levels. The ambient noise measurements for these channels are distorted even at
low fre juencies. These channels do not exhibit a high varlance at a specified
frequency due tc the consistency of the level; the level of channel 30 in Figure 3.6
is 88 dB re uPa/VHz at frequencies other than line harmonics. This imposes a
frequency dependent calibration as the ambient noise level changes with frequency.
Another obvious difference is the channel 27 estimate which is consistently high in
the narrowband results but is not identified as a deviant in the ambient noise
results. The cause of the apparent transient nature in a few of the channel levels
has not been resolved.

Phase. The phase regression differences were examined for 5 different
frequencies, the result for 56 Hz is shown in Figure 4.5f. Besides channel 100, the
orly other identifiable error mode were the channels which are filtered within the
processor case (e.g. 5. 6, 15, 16). These channels are most likely affected by the
switching noise identified in the previous section. The phase of the incoming
signal should vary smoothly acioss the array (Appendix C); ignoring the mismatch
in the regression curve and the transmission loss peak, the deviation in phase at 56
Hz is within 0.1r radians. The smooth phase variation assisted in identifying the
channels with reversed polarity discussed previously. Phase deviations are also
evident in the time series plots (e.g. Figure 3.1) during an impulsive arrival. The
deviations for acoustic arrivals such as the seismic profiler are small as discussed
above however for mechanical vibration (strum), every fifth channel per sectjon (e.g.




S, 15, 25, etc) is delayzd on the order of 50 ms due to propagation interference by
the processor pressure case,

V. Conclusion

Large aperture low frequency arrays are inherently difficult to test because of
the physical size and number of channels which impose time and facility
constraints. Utilizing ambient noise in system tests allows the array performance to
be monitored throughout the experiment, identifying low performance channels
and their effect on experimental results. The tests discussed here, although not
exhaustive and yet to some extent repetitive, illuminate problems associated with
the array hardware and software. The repetitive aspect of the tests is necessary
due to the random nature of the ambient noise and the specific manifestation of the
problem being investigated. in addition to system noise testimony, in-situ data was
successfully used to calibrate the individual channels. A combination of
narrowband transmissions and ambient noise measurements provides magnitude
deviations to within +1 dB.

Although the tests amplify the negative aspects of the array system, based on
the results shown here, the array might well be used without adjustments to the
nominal calibration. The -35 dR array side lobe level is more than adequate for
many applications. However, spectral levels for individual channels are frequency
limited due to system noise. Specific results for the array discussed show that four
elements in each array section (the closest to and furthest from the processor)
potentiaily have noise probiems ai high frequencies. The noise in the {urihesi
elements is coherent and with the exception of channel 30 (consistently above 85
dB in the data processed to date) and channel 29 (slightly lower), the average level
is about 78 dB//uPa/\/Hz but affects few enough channels that the degradation in
the directionality plots is minimal. The noise in the closest elements is incoherent
but at about the same leveis with the exception of channels 5 and 6 which exhibit a
frequency dependence when compared to spectra from other channels. The distinct
comb-iike pattern fades as the amplitude of the ambient noise increases. The high
frequency contamination was identified during the self noise laboratory test as a
common mode problem in the channels furthest from the processor. The system
noise in the channels filtered within the processor case was not identified because
the electronic packages were removed from the case and separated physically to
provide access to test points reducing the coupling effect. Precursory laboratory
system tests are required to eliminate system noise sources prior to deployment.
The coherence shown is channels 5 and 6 indicates substantially higher noise levels
than most of the other channels, and although not showy, this is corroborated by
their spectral estimate distribution. Few channels show this level of noise
contamination however, and it is not expected to affect coherent processing results.
This is supported by the -35 dB side lobe levels in the array beampattern. Few of
the tests would individually provide con<lusive evidence of a system noise problem
due to the stochastic nature of ambient noise and the particular manifestation of a
specific system problem. However, as evidence is accumulated through the results
of the series of tests, these problems may not only be identified but cause may be
narrowed. The impact on experimental results is of coutse tied to the specific
purpose of the experiment. For the results shown here, absolute spectral levels for
ambient noise are obviously damaged for specific channels and specific frequency
bands, however the array is capable of measuring signals above the system noise
levels defined by the test results, and the directionality estimates would satisfy
most application specifications.

An in-situ array calibration was demonstrated successfully at a +1 dP re
nPa/VHz level by comparing the results of the two independent methods for




relative channel to channel information. Although the narrowband results have the
potential of providing absolute calibration values, modelin,’ tl.e narrowband
transmission requires precise knowledge of environmental paramn ‘ers. Some cf
this information is not readily avallable for specific test cites and must be
estimated, increasing the error of the modeled response. Conseyuency the model
outputs were utilized as an indication of the smoothness of the array response at
specified frequencies. The level of system noise and the temporal variation af the
ambient noise levels posed problems during the broadband array calibration w.iich
examines channel variation after averaging large numbers of spectra. Deviauun
from a regression across the array removes the time-varying mean of the aiabient
noise and allows comparison of channel to channel variation. The variance of the
estimates must also be considered as confidence in the mean deviation increases.
Comparing broadband calibration results to the narrowband results yields good
agreement however, with the exception of the channels with excessive system noise
levels. Being aware of the potential for deviation between the two methods
facilitates the analysis. Phase calibration results were based on the assumption of
smooth phase variation across the array and were identified as deviations from a
multiple linear regression. The deviation in phase was small {(0.1r at 56 Hz) with
the exception of those channels identified with system noise degradation.
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Appendix A Element and Processor Identification.

Element Iden‘ification. ldentification of the hydrophone elements varies with
the associated stage of array fabrication. Table Al illustrates the ID cross-reference
for the vertical deployment during the VLAl experiment in September 1987. The
first column results from the 'at sea’ configuration recorded on magnetic tape, the
second column refers to the laboratory array test setup, tne third column is the
identification scheme used during hose fabrication and testing, and the fourth
column lists individual element numbers. Channrel numbers represent the order in
which the data was recorded on magnetic tape throughout the experiment. The
channels are numbered from the bottom or physically deepest phone (# 1) to the
top phone (# 120) which was closest to FLIP, the phase-reversed channels are
indicated. The (D is referenced to a particular processor. Pi is the deepest
processor which collects data from 5 phones below it (channels 1-5) and 5 phones
above (channels 6-10). The H designation refers to the acquisition timing. The data
from each 10 channel P-section are stored as equally spaced time multiplexed
samples, starting with H0. The clocks are resynchronized every 2 ms with a pulse
generated in the array telemetry module. This results in a phase shift of wnr whera
w is the frequency, n is the channel position Hn, and » is the 0.2 ms sample
frequency. The effect of this phase shift on the beampattern is significant as
frequency increases (Figure 3.8c). The hose designation identifies which physical
hydroplione hose section was being sampled. The hose sections are identical
facilitating construction, testing and maintenance, and were tested individually in
the laboratory prior to array installation. The lab test results are summarized in the
last three columns; 100 Hz level is the amplified output of the differentially
received line driver in dB referenced to the signal injected electronically at the
hydrophone, low and high -3 dB are the frequency cutoff points in Hz. The phoneid
identifies the individual phones prior to installation within the hose section.

Processor ldentification. The processors are identified with a software ID and a
hardware 1D (Table A2). The software ID reflects the physical position the
processor claims within the array and is programmed as such in the EPRCM. Each
processor transmits the data sampled during a 2 ms frame within a time window
dictated by its software ID. This ID may be reprogrammed by the operator and will
have the effect of changing the position of data transmission window for the
specified processor. The hardware ID is hardwired for each individual processor,
providing a fixed 1D reference. The bit stream location refers to the processor data
location within a 2 ms frame of data. The contents of the 8 locations assigned to
each processor varies with the commands the processor receives [Sotirin and
Hildebrand, 1988].




1 ahlIe Ala. Element Ident
D

ithicafion - September 1987

TO0H Tevel Tow3db Bz - highidbHz]

channel hose | phoneid _hig

1 PIHY | 20B5 | 196 12 6.4 214

2 P1H8 | 20B4 | 197 +0.7 4.0 220

3 PIH7 | 20B3 | 198 -12 5.8 216

4 PIH6 | 20B2 | 199 0.7 5.1 221
5¢) PIHS | 20B1 | 200 0.1 4.6 15.0k
6(-) PIH4 | 12A1 | LI} +0.3 3.9 146k
7 PII3 | 12A2 | 112 +0.2 47 26

8 PIH2 | 12A3 | 113 +0.1 52 217

9 PIHI | 12A4 | 114 +02 45 225
10 P1HO | 12AS | 115 +0.4 4.5 232

11 P2HY | 12BS | 116 +0.1 44 212

12 P2HS | 1284 | 117 0 48 240

13 P2H7 | 12B3 | 118 +0.1 4.4 211

14 P2H6 | 12B2 | 119 0.1 438 204

15 P2HS | 12B1 | 120 -12 s.1 152k
16 () D2H4 | 19A1 | 181 0.4 6.1 147k
17 P2H3 | 19A2 | 182 +0.1 4.6 217

18 P2H2 | 19A3 | 183 +0.2 49 223

19 P2H1 | 19A4 | 184 08 55 220
20 PZHO | 19AS | 185 0.6 63 221

21 () P3H9 | 19B5 [ 186 03 45 230
22() P3H8 | 19B4 | 187 03 47 223
23 P3H7 | 19B3 | 188 0.6 53 217

24 P3H6 | 19B2 | 189 038 53 218
25¢) P3HS | 19B1 | 190 0.6 47 153k
26 P3H4 | 16A1 | 151 -1l 52 150k
27 P3H3 | 16A2 | 152 0.6 417 220

28 P3H2 | 16A3 | 153 04 48 211

2 P3HI | 16A4 | 154 +03 4.6 230
30 P3HO | 16AS5 | 155 +0.4 44 229

31 PAHY | 16BS | 156 0 50 225
32 paHs | ioB4 | 157 +0.1 47 224
33 P4H7 | 16B3 | 158 0 4.9 223

34 P4H6 | 16B2 | 159 0.7 55 218
35() P4HS | 16B1 | 160 0.7 6.0 14.1k
36() P4H4 | 11A1 | 101 0.5 50 143k
37 P4H3 | 11A2 | 102 0.5 50 220

18 PaH2 | 11A3 | 103 07 4.6 217
39 P4H1 | 11A4 | 104 0 4.3 227
40 P4HO | 11AS | 105 9 49 225
41 P5H9 | 11B5 | 106 +03 4.5 231
42 P5SH8 | 11B4 | 107 +0.1 4.5 220
43 P5SH? | 11B3 | 108 04 48 220
44 () P5H6 | 11B2 | 109 +0.1 48 223

45 (-) Y5HS | 11B1 | 110 02 43 14.6k
46 {-) PSH4 | 7A1 | 61 03 42 15.3k
47 PSHI | 7A2 | &2 L3 47 216
48 PSH2 | 7A3 63 0.3 42 218

49 PSHL | 7A4 | 64 +0.3 4.6 222
50 PSHO | 7A5 | 65 03 4.0 214
31() P6HY9 | 7BS 66 04 5.0 211

52 P6H8 | 7B4 | 67 +02 47 214
53 PSH7 | 7B3 (] 03 58 217

54 POHG | 7B2 | 6 0 4.1 216
55 (-) PSHS | 7B1 | 70 03 47 15.2k
56 () P6H4 | SA1 | 41 03 4.4 14.2k
57 P6H3 | 5A2 | 42 +05 40 220
S8 P6H2 | 543 | 43 0.1 4.8 220
59 P6H1 | SA4 | 44 0 38 210
60 PSHO | SAS | 45 0 4.5 225
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‘Tablc AIb. Element Ideniification - dSeptemoer 1787
channel [ ID Those | phoneid | 100Hzlevel ~ Tow3db Hz _high
61 P7THY SBS | 4 0 4.8 32
62 PTHS | 5B4 | 47 +0.3 44 <)
63 pTHT | sB3 | 48 02 5.0 226
64 (-) PIH6 | 5B2 | 49 +0.1 40 226
65 PIHS | SB1 | 50 0.4 42 152k
66 (-) P7H4 | 2Al 0 06 47 145k
67 () PTH3 | 2A2 | 0O 0.6 59 228

. 68 PTH2 | 2A3 | 13 0 1.7 230
9 () P7HI 244 | 0 0.6 3.7 201
700) PIHO | 2A5 | 0O 0.1 49 217
1) PSH? | 2B3 0 0.4 6.0 219
T2(-) PSHS | 2B4 | 17 05 46 205

. () P8H7 | 2B3 0 +0.4 43 238
14 PsH6 | 2B2 | 212 02 46 228
75¢) PSH5 | 2BI1 0 0 58 148k
76 () PSH4 | 13A1 | 121 03 s.1 149k
T7 () PSH3 | 13A2 | 122 07 5.1 210
78 P8H2 | 13A3 | 123 038 53 218
19 P8H1 | 13A4 | 124 0.8 56 219
30 PSHO | 13AS | 125 0.7 5.7 212
81 POH® | 13B5 | 126 04 4.8 225
82 POHE | 13B4 | 127 +0.5 438 219
1) POH7 | 13B3 | 128 +0.5 46 230
84 POH6 | 13B2 | 129 038 5.4 212
85 () PoHS | 13B1 | 130 05 51 148k
86 (-) poua | 17a1 | 161 0.6 56 139k
87 PSH3 | 17A2 | 162 06 5.0 215
38 POH2 | 17A3 | 163 04 5.0 211
89 P9H1 | 17A4 | 164 0.5 49 214
%0 POHO | 17AS | 165 0.5 4.9 217
91 PI0H9 | 17BS | 166 07 52 217
73 Fi0H5 | 1784 | 167 £$5 56 224
93 P10H7 | 17B3 | 168 07 5.1 223
94 P10HG6 | 17B2 | 169 +0.7 4.1 226
95 (-) PIOHS | 17R1 | 170 06 46 1426k
96 (-) PIOH4 | 14A1 | 131 04 43 148k
97 PI10H? | 14A2 | 132 407 4.4 232
98 PIOH2 | 1443 | 133 07 53 216
9 P10OH1 | 14A4 | 134 +0.2 46 226
100 P1OHO | 14AS | 135 0.1 4.9 220
101 PIIHY | 14BS | 136 0.5 4.9 227
102 P11HS | 14B4 | 137 03 51 220
103 P11H7 | 14B3 | 138 0.1 4.6 218
104 P11H6 | 14B2 | 139 +0.4 44 240
105 () PI1HS | 14B1 | 140 0 45 155k
106 (-) P11H4 | 4A1 | 31 03 5.0 158k
107 PiIHZ | 442 | 22 104 45 230
108 PliH2 | 4A3 | 33 0 4.4 234
109 PIIH] | 4A4 | 34 0.1 49 223
110 PIIHO | 4A5 | 35 0.1 4.8 231
111 PI2H9 | 4BS | 36 +02 4.6 225
112 PI2HS | 4B4 | 37 +0.3 4.0 231
113 PI2H7 | 4B3 | 38 03 42 219
114 PI2H6 | 4B2 | 39 0 4.7 223
115 (-) P12HS | 4B1 | 40 05 5.0 156k
116 (-) P12H4 | 21A1 | 201 06 8.2 156k
117 P12H3 | 21A2 | 202 05 5.1 yyo]

* 118 () PI2H2 | 21A3 | 203 +0.2 45 226
19 Pi2H1 | 21A4 | 204 06 6.5 211
120 P12HO | 21A5 | 205 -1.1 6.2 215
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Table A2, Processor Identification - September 1987
Hose Frocessor Bit Stream
_# SWID __| Location _|

e e F’A’P et
Adaptor | ----
21B
21A
12 6 91-98
4B
4A
11 14 83-90
14B
14A
10 13 75-82
178
17A
9 11 67-74
13B
13A
8 15 59-66
2B
2A
7 7 §1.58
58
5A
6 10 43-50
7B
7A
5 16 3542
11B
11A
4 12 27-34
16
16A
3 3 19-26
19B
19A
2 C 11-18
12B
12A
1 8 3-10
20B
20A
Terminator
20




Appendix B Array Beampattern.

The directional characteristics of the array may be used as an indicator of the
robustness of coherent processing schemes when confronted with random errors in
amplitude shading and phase response. The expressions are also useful in
evaluating the effect of modifying array design parameters eg. number of elements
and element separation. Gen=zration of the beampatterns the array described in
Section 1 follows a similar development to that described hy Stutzmar and Thicle
[1981). The array is an equally spaced linear array with 10 elements per section and
12 section per array.

The hydrophone response is omniditectional and is designated as Ag= A, = ...Ay
where N is the number of elements. A beampattern in terms of angle of arrival ¢ is
calculated by summing the phase corrected respense for cach element to an
incoming plane wave; this pattern is referred to an the array factor when it is
expressed in terms of phase angle ¢ described below. The phase of the incoming
wave arriving at the middle of the array is arbitrarily set to zero. The phase of the
incoming wave arriving at the element just below the middle is delayed bv a factor

which is proportional to the distance traveled by the wave l/2 i.'cosa —21’; such

that for this element ¢=&‘Lﬂf)£9ﬁ, where d is the distance between elements in

meters, \ is the wavelength of the incoming wave, and ¢ is the angle of arrival of the
incoming wave where a wave arriving norral to the array has an angle of arrivai of

-;— radians. The phase of the incoming wave arriving at subsequent array elements
is calculated similarly thus:

AF = EA,,B
n=0

N--1
3 Ydcosé

where k = wavenumber = %l and the index n {s initialized to 0 at the top element

of the array. By assuming that the amplitude response is identical for each element,
the array factor may be written in closed form which permits evaluation of specific
beampattern parameters by inspection. With ¢ defliled as ¢ = kdcosé and by
assuming that the element ampiitude response is equal tc A, the array factor

P

UCLUI\I&.D.
~sEsL
AF = Ae §_, Ing

Although the above equation could be evaluated using Fourier serles in terms of ¢,
the beampattern is normally plotted in terms of 4, the angle of arrival. Rewriting
the summation in closed form and manipulating,

@INBZ gINS[Z _ g=IN3[2
|"eloiz " eIl — ¢-IirE

N-—1 N--1
—f g . JN¢ —f—$
AF=Ae” 2 Lomel | 42
1 ~ el

e Lo 211’ jg zg sm(——)]
sm( )
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N-1

The array factor may be normalized by the maximum response A Y, 1 = AN at ¢=0
ne=d

resulting In an expression which is syinmetric about :

e Sin(N¢s2) _sin((Nkdcos6)/2)
Al pormaiizea= [(#)= Nsin(¢/2) ~ N sin((kdcos0)/2)"

The main beam width and number and location of the sidelobes are easily evaluated
from the closed form notation. The width of the main lobe may be measured by the
position of the first zero crossing which occurs when sin(N¢/2) = 0. or ¢ = 2n/N.

This occurs at ¢ = arccos(T\)}d—). A rule-of-thumb, using a small angle approximation,
is that the mainlobe width = 2 * (z/4 - §) = 2 * aresin( \/T) = 2)\/T, where T’ is the
array aperture Nd, and to half power is 0.886A/T. For the array at 100 Hz, » = 15
meters, d = 7.5 meters, N = 120 and the first zero crossing occurs at ¢ = + =/60 or ¢
= /2 + 0.0053r yielding a main beam width measured at the zero crossings of 1.9°
which corresponds to a half-power beamwidth of less than 1°. Subsequent zero

crossings define the widths of the sidelobes and occur at ¢; = L%’Zf_ This indicates

that for one period of £(¢) there are N-2 sidelobes plus one mainlobe, that the width
of each sidelobe is 2x/N, and that the width of the mainlobe is twice that or =/N.
The array factor response pattern of an equally spaced linear array is independent
of the incoming wave frequency and of the element spacing. It is dependent only
on the number of elements in the array N. The beampattern is not however, and in
terms of 4, further inspection indicates that as the aperture Nd increases (this
parameter may increase with the inter-element spacing or with the number of
elements) or the frequency increases the number of sidelobes increases, the width
of the sidelobes d=acizases, and the width of the mainlobe decreases. The mainlobe
can be thought of as a spatial sampling instrument whose bandwidth is 2)x/T. The
finest angular resolution of the noise field that can be achieved then is related to
the array aperture size in terms of the mainlobe width. This angular resolution,
termed the critical angle [Rracewell, 1954], is half the mainlobe width or 9, = A\ /.

The beampattern of a vertical linear array is a function of elevation angle ¢ but
not of the azimuthal angle. Thus the beampattern exhibits cylindrical symmatry
abeut the line of the array, and it is completely determined for 0 < 4 < r or-1 < cos
¢ < 1. This region, known as the visible region, is described in terms of ¢ as -kd < ¢
< kd. Interpretation of directional data is facilitated with an intuitive
understanding of the mapping hetween electrical phase ¢ and physical phase ¢. If
the element response is linearly phase-shifted electronically to redirect the pattern
in space, the phase-shift factor « is additive redefining the visible region as
o — kd < ¢ < o + kd. The array described was cut for a »/2 spacing at 100 H:: of 7.5
meters between elements. Therefore at 100 Hz, exactly one period of the array
factor appears within the visible region. At 50 Hz, only half a period is visible; in
terms of steering the main beam as shown in Figure 3.7, as ¢ is increased beyond
the visible region, the main beam disappears and only the side lobes of the array
remain directed toward rea’ space. Consequently, if the level is dominated by the
side lobe respoise, the main beam’s disappearance will have little effect. Increasing
the frequency to 200 Hz, two periods are visible giving rise to the grading lobes,
which are at the same magnitude as the main beam, at 0 and 180 degrees for a
broadside beam. These grading lobes restrict the ability of the array to
discriminate between signals arriving at different angles.
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Appendix C Narrowband Calibration Results.

The array measurements of the narrowband transmissions during the in-situ
calibration are presented for 16, 22, 27, 41, 56, 81, 98, 135 and 159 Hz. The
channels identified during the analysis are circled. The GSM output and a hormal
mode propagation model prediction (ATLAS) for the same frejuencies are also
shown to give an indication of the smoothness of the response. Two model
predictions are shown for comparison and to indicate the relative sensitivity to
environmental parameters (especially bottom parameters). The high frequency
oscillations in the GSM response at 159 Hz are due to the bottom reflection arriving
almost endfire with respect to the array with a wavelength of 9.4 m. These outputs
are not intended to be utilized in an absolute calibration. The phase response for
27, 56 and 81 Hz is shown on an expanded scale as deviations from a linear
regression. The channels with the highest phase variability are those filtered within
the processor case,
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Regression Difference, 27 Hz
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Regression Difference, 56 Hz
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Regression Difference, 81 Hz
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Table 4.1. Narrowbaad Transmission Parameters.

Frequency range source level file.sio file.ssio tape skpbuf
dB start ime start time nurmber
Hz meters re uPa (49152 pts) (8192 pts)
98 1141.375 192.0 22:54:37.824 | 22:54:59.984 758 1312
135 1141.375 193.1 23:03:46.566 | 23:04:59.986 758 5600
22 1331.655 179.7 23:08:53.697 | 23:09:59.997 758 8000
56 1550.325 191.3 23:13:36.074 | 23:14:59.994 758 10390
81 1853.546 199.3 23:19:29.716 | 23:19:59.996 759 1970
27 1943.869 181.5 23:24:29.809 | 23:24:59.989 759 4315
41 2141.568 186.6 23:33:59.538 | 23:34:59.998 759 8767
115 2216.663 198.2 23:38:59.887 | 23:39:59.987 760 114
159 2275.890 186.0 23:44:00.108 | 22:44:59.988 760 2460
16 2295.145 176.3 23:48:59.562 | 23:49:59.982 760 4800
11 2358.765 170.0 _23:54:00.295 | 23:54:59.995 760 7150
Depth of the top of the array estimated from tape 744: 435 meters
Table 4.2. Results of Narrowband Calibration
Channel: | 1 2 3 4 516 7 9110
Pi -1 ] +1 -2
_ P2 -1 -1
| P3 +1 | -1 | +2

P4 -2 +.5

P5 -.5 +1

P6

P7 -1 -1+

P8 +1 -1 +1

P9 +5 | -1

P10 +15 | -1

P11 -5

P12 -1 ] -1 -1 -1 -1
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Figure 1 Airay sectioa schematic. The hydrophone signals are azaplified and filiered at am-
bient temperature and pressure except for hydrophones 4 a1d § which are filtered within the
processor pressure casc to allow detection of 12 kHz navigation signals. The low {requency
acoustic signals are multiplexed, amplified, captured by the sampie and hold, and converted to
digital format before being transmitted to the surface.
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Figure 2 Power supply spectra. The photo of a spectrum analyzer window displays the spectra

of (a) the DC-t0-DC converter 5 VDC input, (b) the 5 VDC DC-to-DC output, and (c) the %15 ,_
VDC DC-to-DC output. Narrowband signals other than line frequency harmonics were inter-
mittent. "
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Figure 3 Common mode swiiching noise. The 1 MHz clock signal running the length of the
array wuples into the low level analog signals. This noise is suspecied as the noise levels in-
crease with increasing distance. In the figure, (a) Channel 11 transmitts 33.75 m, (b) Channel
12 transmitts 26.25 m, (c) Channel 13 transmitts 18.75 m, (d) Chanrel 14 transmitts 11.25 m,
and {(¢) Channel 15 transmitts 3.75 m. The final panel (f) shows the array output with the vari-
able gain stage shoited.
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Figure 5 System noisc coherence. The coupled noise shows a coherent structure acoss the ar-
ray bandwidth. The top panel (a) displays the coherence between the channels at 33.75 m and
at 26.25 m. The bottom panel (b) display the coherence between the channels at 33.75 m and at
3.75 m. Pair-wise coherence plots corroborate this result.




BEAMFORMING: AMBIENT NOISE vs. SELF NOISE
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Figure 6 System noise directionality. The coherent noise is significant at only one or two
channels per section in the array and does not affect the directionality noise levels which remain
below than of the ambient noise.
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Figure 9 Time series and bit distribution. (a) The distribution for 16 s of the array element
time series is calculated as a hisiogram with a bin width of 0.1 V. (b) The output of the ADC is
an offset binary representation of the voltage. The array processors convert this to 2’s comple-
ment by inverting the most significant bit. The 2's complement samples are used in the same
process as the bit distribution simulations to generate the results shown here for the same 4096
samples used in the time series distribution.
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Figure 10 Bit distribution. The 2's complement samples are used in a process which records
the number of timeg gach bit ig high in 2 4006 sample ceries minug 2048, For a zerp mean gaug-
sian random process, this resalts in a near zero distribution for each bit. A non-zero mean pro-
cess affects the most significant bits depending on the mean and siandard deviation as seen by
the simulations (a) mean = 0.5, standard deviation (o) = 1, (b) mean =~ -1, o = 0.5, (c) mean = -1,
o=1,(dmean=-1,¢=2,
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Figure 11 Power spectral density. The rpectra were zererated by incoherently averaging 15
8192-pi FFT of 50% overlaped, Kaiser-Bessel windowed (G=2.5) time series. The data se-
quence was 2 minutes in length and the resuhs were plotted 2y a 16 bin average yeilding a 50%
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code transmission (200 Hz), (¢) seicmic profiler noise, (. e aad f) the effect of gysten: noisc on
the high frequency response for channels turthest away (33.75 m) from the pro¢sssor.
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Figure 12 Chanvzl to chunnel cohmiznce. The coherence is calculated as the magnitvde
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Figure 13 Narrowband spectral estimate. The spectral estimates for a specified bin (0.98 Hz
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distributions.
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Figure 18 Line frequency spatial distribution. The correlation levels indicated at 120 Hz are
shown to be an artifact of the amplitude variations across the array. The beamformed results (a)
show a spatial distribution which is very similar to that obtained from the Fourier Transform of
the magnitude estimates at 120 Hz (b). The similarity indicates that the arrivals from directions
other than broadside are not due to coherent combinations.
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Figure 19 Narrowband transmission range. The range of the narrowband source from the array
deployed from FLIP were recorded from ship’s radar every 5 minutes during the transmissions.
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Figure 20 Calibration modeling. The transmission loss estimates of several different propaga-
tion models are shown for empirical comparison of the variability ai array element depths. Ar-
ray measurements are also plotied.
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Figure 2I Narrowband magnirude results. (a) The model prediction vs. array data is plotted at
56 Hz. The GSM magnitude prediction is the smoocth curve with a deep null at 960 m. (b) The
difference between the model prediction and the array response is shown.




12)

10—ttt et ——t—i—+ 19 ML
- A zga
Q. =
9 T T 7T T %
>
;ﬁ'\ Wf\ =
ANr A, Y,
A A
s ﬂ»nmdmwwm
a) TAPE 672 d) TAPC. 763
7 et et 1 frrbe e — =
h
§ 1R ittt — e O
- z ~—
= —r— ~rP \"M\“"vv\ < &
g g%
] " -— o~
= , >3
R e = -
~ aa \JJ\{‘Y\ VN_ ™
o WA
u | : M“Qw UM\M,' r\’
3 ! ) TAPE 674 | e) rape ras
[« 7% — 11— [ S S et
§  ~immipr et et A me e
LR T e Ve N N W»A‘\J\f\/jr PN e A Tt
5 -
= r i - !.
; i .
g ’ . A : !
0 I\,w.. '»’\I\I,AM-%*\,J\:\,NWJ\JT -;j\"\AM/WA.rN\vJ\(\r\' WAt
¢ _l_ f)
3 o i ks b e
27 33 4258 50 78 82 76 100.1€109 10 20 30 40 59 6 @ 60 90 109110129
CHANNEL CHANNEL

-~

Figurs 22 Ambient noise variabiiity. The vanation in ambient noise av 75 Hz is shown, ~ .
top four paneis (a, b, ¢ and d) represent the 75 Hz bin estimate across the array at different
times. The smoath curve at the top of each panel is the variance of the dB estimates. The two
similer curves in .ach pancl are the linear (top) and dB (botiom) averages. The data was take at
€,ar different times d . 'ng the experiment to reflect 1 hour arid 2 day variations; (a) Julian Day
(Jday) 266 a1 8:53 GMT. (b) Jday 266 at 09:41 GMT, (¢) Jday 268 10:09 GMT, (d) Jday 268
11:19 GMT. Array telenictering eqrors are noticeable in the dB estimates of the data for chan-
nels 70-79 in {d); the duta wore corrected in the Sineay average which is more sensitive to eror.
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Figure 23 Narrowtand phase results. The phase estimate across the array at 56 Hz is calcuja:-
¢d from the narrowhand calibration transmissions and processed; (a) The phase estimaitc fror: a
cohercnt Fourier Transform has an inherent 2z phase shift. This is unwrapped (b) and deviation
from the resulting smooth phase change across the array is due to the 0.2 ms sampling offsct
Compensating for the deterministic sampling offset (c) reveals a phase shift of x radians at the
wransmission loss peak. The fully compensaied phase curve (d) varies sinocothly across the array
excep® 1t the transmission Ioss peak where the SNR is toe low to provide an accurate phase esti-
mate. A multiple (order 3) linear regression (e) is subtracted and the difference (f) is an indica-
tion of the array phase error. The curvature of the difference is due to a mismatch in the regres-

sion and a more accuraie estimate (order 4) is shown in Appendix C.



STD. DEV. IN AMBIENT NOISE LEVELS

. 10 e e A ———
T 1
8 + +
61 +
dg 1 -
41 4 1
1 | 1
2] | I
-‘.\f""\./\’ A’\WM-\—‘AV ~\/\,\/ 3
0 At —
0 20 80 100 120
CHnNNEL
DIFFERENCE: AMBIENT NOISE LEVEL
-- REGRESSION
$ ——m+-—+—t+—+—F—t—A—A———t——+
wi¥ 3
g% > |
Ww o
¢ o g Rﬁh’xﬂn v}\mnﬂﬁk J“\”]‘fv\\f
S Y AL \h ¢
5g
~-3
-5 et A-—

66 80 100 120
CHANNEL

Figure 24 Broadband magnitude results. Ambient noise measureinents were used w0 estimate

the speciral levels at 56 Hz for each array channel. These estimates (N=2583) were calculated
at 15 different times during the experiment and the results averaged 10 minimize the variagility
of the ambient noise. (a) The standard deviation of the 15 different time estimates was calculat-
ed. (b) A multiple linear regression was subtracted from the mean. The calibration results us-

ing ambient noise
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